
STATISTICS 174: COMP EXAM 2000AUGUST 18 2000Part IAssume data are generated by a model y = X1�1 + X2�2 + � where y is n � 1, X1is a n� p1 matrix of 
ovariates, X2 is another n� p2 matrix of 
ovariates, �1 and �2 arerespe
tively p1 � 1 and p2 � 1 parameter ve
tors, and � is a n � 1 ve
tor of independentnormally distributed random errors with mean 0 and varian
e �2. Suppose the statisti
ianignores or is unaware of the X2 
ovariates and �ts the model y = X1�1+ �, 
al
ulating thestandard least squares estimator �̂1 under this assumption.(a) Cal
ulate the mean and varian
e of �̂1. Is the estimator biased or unbiased? If biased,write down the bias.(b) The statisti
ian forms a predi
tor ve
tor ŷ = X1�̂1 and 
al
ulates the residual sumof squares, R = (y � ŷ)T (y � ŷ). Show that the expe
ted value of R is of the form�T2 C�2 + (n� p1)�2, and give an expli
it expression for the matrix C.(
) What is the distribution of R? (Just write down the answer if you know it | noderivation is required for this part.)(d) Suppose a se
ond sample y� = X1�1+X2�2+�� is to be taken, where �� is independentof � but has the same distribution. Note that we are assuming that the 
ovariatematri
es X1 and X2 are the same for both samples. Again, the statisti
ian uses ŷ (asin part (b)) as a predi
tor. Cal
ulate the expe
ted sum of squared predi
tion errors,Ef(y� � ŷ)T (y� � ŷ)g, under this s
enario.(e) Now let us 
ompare this with what would have happened if the statisti
ian had usedthe 
orre
t model from the beginning, i.e. in
luding X2. Show that the mean squaredpredi
tion error in (d) is smaller than the 
orresponding mean squared predi
tion errorwhen the statisti
ian uses the 
orre
t model if and only if�T2 C�2 < p2�2:Part IITable 1 shows a set of data originally given by Longley (1967). The obje
tive isto predi
t the variable y, total derived employment, as a fun
tion of six other variablesx1; :::; x6. All the regression models in
lude an inter
ept.(a) Table 2 shows the residual sum of squares (RSS) for all possible models 
ontaininglinear 
ombinations of x1; :::; x6. Based on these, whi
h model would you 
hoose?1



(You may use any method of variable sele
tion you prefer, but be sure to indi
ate therationale behind your sele
tion.)(b) Now 
onsider the model dropping x5 but in
luding all the other variables. (Note:There is no reason why this should be the same model as you sele
ted in (a).) Table3 shows the parameter values, standard errors, t statisti
s and p-values. Fig. 1 is aplot whi
h shows the R-student (or externally studentized) residuals against (a) time,and (b) �tted values, for this model.Based on Table 3, Fig. 1 and any other features of the data that o

ur to you, writea brief summary report of your 
on
lusions. Your summary should in
lude statisti
al
on
lusions, su
h as whether the model appears to �t the data well, but should also explainthe impli
ations of the analysis that might be of interest to an e
onomist. If you had theopportunity to perform further analyses, what would you try?x1 x2 x3 x4 x5 x6 y83.0 234289 2356 1590 107608 1947 6032388.5 259426 2325 1456 108632 1948 6112288.2 258054 3682 1616 109773 1949 6017189.5 284599 3351 1650 110929 1950 6118796.2 328975 2099 3099 112075 1951 6322198.1 346999 1932 3594 113270 1952 6363999.0 365385 1870 3547 115094 1953 64989100.0 363112 3578 3350 116219 1954 63761101.2 397469 2904 3048 117388 1955 66019104.6 419180 2822 2857 118734 1956 67857108.4 442769 2936 2798 120445 1957 68169110.8 444546 4681 2637 121950 1958 66513112.6 482704 3813 2552 123366 1959 68655114.2 502601 3931 2514 125368 1960 69564115.7 518173 4806 2572 127852 1961 69331116.9 554894 4007 2827 130081 1962 70551Table 1. Longley's data. Variables are:x1: Gross National Produ
t impli
it pri
e de
ator (1954=100)x2: Gross National Produ
tx3: Unemploymentx4: Size of armed for
esx5: Non-institutional population 14 years of age and overx6: Yeary: Total derived employment
2



Variables RSSx1 x2 x3 x4 x5 x6; 836424.05549x1 x2 x3 x4 x5; 2335237.5051x1 x2 x3 x4 x6; 841173.00360x1 x2 x3 x5 x6; 2997329.5373x1 x2 x4 x5 x6; 2426562.0273x1 x3 x4 x5 x6; 942730.31445x2 x3 x4 x5 x6; 839348.03187x1 x2 x3 x4; 2683826.9047x1 x2 x3 x5; 3246013.6349x1 x2 x3 x6; 3121919.5214x1 x2 x4 x5; 2533302.2294x1 x2 x4 x6; 4898726.1696x1 x2 x5 x6; 3197698.061x1 x3 x4 x5; 3537492.3408x1 x3 x4 x6; 1322077.3641x1 x3 x5 x6; 3165993.016x1 x4 x5 x6; 9519274.966x2 x3 x4 x5; 2366597.2129x2 x3 x4 x6; 858680.40583x2 x3 x5 x6; 3236865.8501x2 x4 x5 x6; 3029239.821x3 x4 x5 x6; 985719.64799x1 x2 x3; 3560224.0666x1 x2 x4; 5686283.534x1 x2 x5; 3259976.3912x1 x2 x6; 4899207.5743x1 x3 x4; 5510107.7078x1 x3 x5; 4573506.7168x1 x3 x6; 3165993.7244x1 x4 x5; 9948802.5874x1 x4 x6; 9537605.0942x1 x5 x6; 9659766.8401Table 2 (part 1). Various models and asso
iated residual sums of squares (RSS).
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Variables RSSx2 x3 x4; 2756711.6889x2 x3 x5; 3482242.1172x2 x3 x6; 3239267.6143x2 x4 x5; 3050739.013x2 x4 x6; 4907747.2763x2 x5 x6; 3811970.1926x3 x4 x5; 5619322.2252x3 x4 x6; 1323360.7427x3 x5 x6; 3260101.5123x4 x5 x6; 9776262.2717x1 x2; 5824195.1764x1 x3; 7597740.5494x1 x4; 10602630.171x1 x5; 10187326.108x1 x6; 9756466.2106x2 x3; 3579064.9691x2 x4; 5959487.7837x2 x5; 3874361.4669x2 x6; 4910943.9004x3 x4; 81250446.738x3 x5; 5755028.5301x3 x6; 3272124.7031x4 x5; 11908512.561x4 x6; 9850233.958x5 x6; 10062884.494x1; 10611376.221x2; 6036140.1661x3; 138293297.4x4; 146317919.47x5; 14365926.087x6; 10456528.953None 185008830Table 2 (part 2). Various models and asso
iated residual sums of squares (RSS).
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Variable DF Estimate Stan. Err. t statisti
 p-valueINTERCEP 1 {3564922 772385.59420 {4.615 0.0010X1 1 27.714878 60.74979084 0.456 0.6580X2 1 {0.042127 0.01761875 {2.391 0.0379X3 1 {2.103944 0.30293168 {6.945 0.0001X4 1 {1.042377 0.20018388 {5.207 0.0004X6 1 1869.116966 399.35328119 4.680 0.0009Table 3. Table of parameter estimates for model 
ontaining variables x1, x2, x3, x4, x6.
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Fig. 1. Plot of R-studentized residuals against (a) year, (b) �tted values, for the modelof Table 3.
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SolutionPart I(a) �̂1 = (XT1 X1)�1XT1 y whi
h has varian
e (XT1 X1)�1�2 (same proof as in standard
ase) and mean �1 + (XT1 X1)�1XT1 X2�2. If �2 6= 0, this is a biased estimator with bias(XT1 X1)�1XT1 X2�2.(b) ŷ = H1y where H1 = X1(XT1 X1)�1XT1 . Thus y � ŷ = (I �H1)X2�2 + (I �H1)�,and (y � ŷ)T (y � ŷ) = �T2 XT2 (I �H1)X2�2 + 2�T2 XT2 (I �H1)�+ �T (I �H1)�(re
all that the matrix H1 is symmetri
, idempotent). Taking expe
tations, the middleterm vanishes and the last term has expe
tation (n � p1)�2 as in standard least squarestheory, so the answer is of the form given in the question, with C = XT2 (I �H1)X2.(
) The distribution of R is �02n�p;Æ (in words: the non
entral 
hi-squared distributionwith n� p degrees of freedom and non
entrality parameter Æ), where Æ =p�T2 C�2. (Forthis problem the pre
ise spe
i�
ation of Æ may be rather diÆ
ult, but just \non-
entral
hi-squared" is suÆ
ient for at least partial 
redit, and any extra detail that is providedwill earn more.)(d) y� � ŷ = (I � H1)X2�2 + �� � H1�: By similar reasoning to part (b), Ef(y� �ŷ)T (y� � ŷ)g = �T2 C�2 + (n+ p1)�2.(e) If we repeat the 
al
ulation of part (d) for the 
ase when the statisti
ian uses thefull model in
luding X2, the mean squared predi
tion error is (n+ p1+ p2)�2. The answer
omes from 
omparing the two mean squared errors.Part II(a) If we perform ba
kward sele
tion then we start with the model 
ontaing all six vari-ables (plus an inter
ept) and su

essively drop variables x1; x5; x2; x4. The 
orrespondingRSS values are 836424 (9 degrees of freedom for error), 839348 (10 DF), 858680 (11 DF),1323361 (12 DF), 3272125 (13 DF), with su

essive F statisti
s (for ea
h model in turn asthe null against its immediate prede
essor as the alternative) of .031, .230, 5.95, 17.67. Forexample, for testing the fourth model in the sequen
e against the third, the F statisti
 is1323361�8586801 � 11858680 = 5:95, whi
h is statisti
ally signi�
ant, whereas .031 and .230 arenot signi�
ant. Therefore, ba
kward sele
tion leads to the model 
ontaining the variablesx2; x3; x4; x6. Other forms of model sele
tion will be a

epted provided they are ba
kedup with appropriate details.(b) There are a
tually a lot of possibilities here so what follows is meant just toindi
ate some of them. Credit will be given for any reasonably well-argued points. Table 36



in
ludes x1 but this is not statisti
ally signi�
ant | therefore we should presumably ignorethat variable but all the rest are signi�
ant, so this is additional 
on�rmation of the modelsele
ted in (a). For interpretation to an e
onomist, it appears that both unemploymentand enrollment in the armed servi
es have a negative impa
t on total employment. Theexplanation is presumably that army servi
e takes people away from regular employment(espe
ially at times of high military a
tivity, as during the Korean war), while we wouldexpe
t unemployment to be low when employment is high and vi
e versa. The modelsuggests that GNP has a negative in
uen
e whi
h seems 
ontradi
tory, but there is also apositive time trend (the x6 variable) so it may be that there is 
ollinarity between GNPand the time trend. Also, the information presented in x1 suggests that maybe we shoulda
tually be using GNP adjusted for in
ation (i.e. the variable x2=x1), and if we did thiswe might �nd that the dependen
e on GNP is stronger (and with the right sign) thanthe dependen
e on time. From the point of view of statisti
al interpretation, apart frompointing out that the variable x1 is not statisti
ally signi�
ant in a linear regression, italso looks from the plots in Fig. 1 that the time trend is non-linear. For possible furtheranalyses, the above remarks suggest (i) try using x2=x1 in pla
e of x2 to see if this gives amore satisfa
tory linear trend without x6, (ii) if there is still eviden
e of a non-linear timetrend, try using a quadrati
 trend in either x2=x1 or x6.
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